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Integrated B.Tech — M. Tech CSE

Effective from 2022 (Batch 2022-2027)

Annexure 29.1.7
SEMESTER
|
1 MA101 |Engineering Mathematics-I 3 1 0 4 GE1
2 PH102 Engineering Physics 3 1 0 4 GE2
3 EE102 Basic Electrical Engineering 3 1 0 4 GE3
4 Cs102 Computer Organization and Architecture 3 1 0 4 Ccc1
5 ES101 Environmental Studies 3 1 0 4 OE1/ AECC
6 PH104 Engineering Physics Lab 0 0 2 1 GE-L1
7 EE104 Electrical Technology Lab 0 0 2 1 GE-L2
8 CS182 Computer Organization and Architecture Lab [ 0 0 2 1 CC-L1/SEC
9 ME102 Workshop Practice 1 0 2 GE-L3 / SEC
11 GP General Proficiency Non Credit
Total Hours and Credits | 16 | 5 8 25

SEMESTER I
1 Cs101 Fundamentals of Computer Programming 3 1 0 4 CC2/FC
2 CS103 Concepts of Operating Systems 2 0 0 2 CC3/FC
3 MA102 Engineering Mathematics-lI 3 1 0 4 GE4
4 EC101 Basic Electronics Engineering 3 1 0 4 GE5
5 ME101 Engineering Mechanics 3 1 0 4 GE6
6 EN101 English Proficiency 2 0 0 2 OE2 / AECC
7 CE103 Engineering Graphics Lab 1 0 2 2 GE-L4
8 CS181 Computer Programming Lab 0 0 2 1 CC-L2 /SEC
9 CS185 Operating Systems Lab 0 0 2 1 CC-L3 /SEC
10 EC181 Basic Electronics Engineering Lab 0 0 2 1 GE-L5
11 GP General Proficiency Non Credit

Total Hours and Credits | 17 | 4 8 25

2/120

29" BOS | Mar 25, 2023




Integrated B.Tech — M. Tech CSE

Effective from 2022 (Batch 2022-2027)

Annexure 29.1.7

SEMESTER Il

1 Cs201 Internet Technology 3 0 0 3 cca
2 CS211 Intelligent Systems 3 0 0 3 CC5
3 CS205 Data Structure & Algorithms 3 0 0 3 CC6/ SEC
4 CS207 Problem Solving using C++ 3 0 0 3 CCc7
5 CS209 Logic Design 3 0 0 3 GE7
6 MA201 |Engineering Mathematics-Ill 3 1 0 4 GE8
7 Cs281 Data Structure & Algorithms Lab 0 0 3 2 GE-L6
8 Cs283 Object-Oriented Programming Lab 0 0 3 2 CC-L4 / SEC
9 CS285 Logic Design Lab 0 0 3 2 CC-L5/ SEC
10 GP General Proficiency Non Credit

Total Hours and Credits | 18 | 1 9 25

SEMESTER IV

1 CS202 Software Engineering 3 0 0 3 CC8

2 CS204 Database Management System 3 0 0 3 CC9/SEC
3 CS206 Java Programming 3 0 0 3 CC10

4 CS208 Artificial Intelligence 3 0 0 3 CcCc11

5 CS210 Theory of Automata 3 0 0 3 CC12

6 CS212 Discrete Structure 3 1 0 4 CC13

7 CS282 Database Management System Lab 0 0 3 2 CC-L6/ SEC
8 CS284 Java Programming Lab 0 0 3 2 CC-L7 / SEC
9 CS286 Artificial Intelligence Lab 0 0 3 2 CC-L8 / SEC
10 GP General Proficiency Non Credit

Total Hours and Credits | 18 | 1 9 25
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Integrated B.Tech — M. Tech CSE Effective from 2022 (Batch 2022-2027)
Annexure 29.1.7

SEMESTER V
S.No. Course Code Course Name L T P Credits Types
1 Cs301 Computer Networks 3 0 0 3 CC14
2 CS303 Compiler Design 3 0 0 3 CC15
3 CS305 Wireless Communication 3 0 0 3 CC16
4 CS307 Python 3 1 0 4 CC17
5 Elective 1 3 0 0 3 E1/DSE
6 Elective 2 3 0 0 3 E2 / DSE
7 Cs381 Computer Networks Lab 0 0 3 2 CC-L9
8 CS383 Compiler Design Lab 0 0 3 2 CC-L10
9 CS385 Python Programming Lab 0 0 3 2 CC-L11 /SEC
10 GP General Proficiency Non Credit
Total Hours and Credits | 18 1 9 25
Elective 1
Sr. No Course Code Courses L-T-P  Credits
1 CS309 Computer Graphics 3-0-0 3
2 CS311 Computer Vision 3-0-0 3
3 CS313 Android Operating System 3-0-0 3
4 CS315 Computer Based Numerical and Statistical Techniques | 3-0-0 3
5 CS317 Data Mining 3-0-0 3
Elective 2
Sr. No Course Code Courses L-T-P Credits
1 CS310 Digital Image Processing 3.0-0 3
2 CS312 Adhoc & Sensor Networks 3-0-0 3
3 CS314 Expert System 3-0-0 3
4 Cs316 Fault tolerant System 3-0-0 3
5 CS318 Mobile Computing 3-0-0 3
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Integrated B.Tech — M. Tech CSE Effective from 2022 (Batch 2022-2027)
Annexure 29.1.7

SEMESTER VI

1 CS302 Web Development using PHP 3 0f|oO 3 CC18/SEC
2 CS304 Software Testing 3 010 3 CC19
3 CS306 Analysis & Design of Algorithms 3 1 {0 4 Ccc20
4 CS308 Cyber Security 3 010 3 Ccc21
5 Elective 3 3 010 3 E3 / DSE
6 Elective 4 3 010 3 E4 / DSE
7 CSs382 Web Development using PHP Lab 0 0 (3 2 CC-L12 /SEC
8 Cs384 Analysis & Design of Algorithms Lab 0 0 (3 2 CC-L13/ SEC
9 CS386 Cyber Security Lab 0 0 (3 2 CC-L14 / SEC
10 GP General Proficiency Non Credit

Total Hours and Credits | 18 [ 1 |9 25

Elective 3
Sr. No Course Code Courses L-T-P  Credits
1 CS319 System Analysis & Design 3-0-0 3
2 CS321 Software Project Management 3-0-0 3
3 CS323 Information Retrieval System 3-0-0 3
4 CS325 Graph Theory 3-0-0 3
5 CS327 Knowledge Engineering 3-0-0 3
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Integrated B.Tech — M. Tech CSE Effective from 2022 (Batch 2022-2027)

Annexure 29.1.7
Elective 4
‘ Sr. No Course Code Courses L-T-P Credits
1 CS320 Computer security 3-0-0 3
2 CS322 Management Information system 3-0-0 3
3 CS324 Evolutionary Computation 3-0-0 3
4 CS326 Fuzzy logic 3-0-0 3
5 CS328 Distributed Operating System 3-0-0 3
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Course

Code

SEMESTER VI

Course Name

P

Credits

Type
s

1 MA402 |Modeling and Simulation 3 0 0 3 GE9
2 CS401 Internet of Things 3 0 0 3 CC22
3 CS403 Soft Computing Techniques 3 0 0 3 CcCc23
4 CS405 Machine Learning 3 0 0 3 CC24 /SEC
5 Elective 5 3 0 0 3 E5 / DSE
6 Cs481 Internet of Things Lab 0 0 3 2 CC-L13/
DSE
7 CS491 | Minor Project 0 ol 6 3 MP1/E
8 CS493 Industrial Training 0 0 10 5 ITL/E
9 GP General Proficiency Non Credit
Total Hours and Credits| 15 0 19 25
Elective 5
Sr. No Course Code Courses ‘ L-T-P ‘ Credits
1 CS407 Pattern Recognition 3-0-0 3
2 CS409 Robotics 3-0-0 3
3 Cs411 Optimization Techniques 3-0-0 3
4 Cs413 Cloud Computing 3-0-0 3
5 CS415 Big Data Analytics 3-0-0 3

USICT will give options of specializations to students, which will be offered by USICT at the
time of specialization selection (Semester 7) with one form to take preferences of specialization
with CGPA till 6th Semester and any back record. USICT will prepare the merit on the basis of
CGPA till 6th Semester and as per his / her preferences, USICT will give M.Tech. (CSE/ECE)
Specialization (for 8th Semester) to students in equal number of seats in each specilization as
per the total students strength in 5 Year Integrated B.Tech.-M.Tech (CSE/ECE).

8th Semester Course structure (M.Tech. CSE 2nd Semester) will be offered to students as per the
specializations selected by the students for M.Tech. CSE.




SEMESTER-I



COMPUTER ORGANIZATION AND ARCHITECTURE

Course Code: CS102 Course Credits: 4
Course Category: cC Course (U/ P) U
Course Year (U / P): 1U Course Semester (U / P): 1U
No. of Lectures + Tutorials (Hrs/Week): | 03 + 01 Mid Sem. Exam Hours: 1
Total No. of Lectures (L+ T): 45 + 15 End Sem. Exam Hours: 3
COURSE OBIJECTIVES

1.Discuss the basic concepts and structure of computers.

2.Understand concepts of register transfer logic and arithmetic operations.

3.Explain different types of addressing modes and memory organization.

4.Learn the different types of serial communication techniques.

5.Summarize the Instruction execution stages.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Define different number systems, binary addition and subtraction, 2’s complement representation
and operations with this representation.

2.Able to understand the theory and architecture of central processing unit

3.Analyze some of the design issues in terms of speed, technology, cost, performance.

4.Use appropriate tools to design verify and test the CPU architecture

5 .Learn the concepts of parallel processing, pipelining and interprocessor communication.

UNIT | Data representation and Logic circuits:

Number System, complements, fixed point representation, floating point representation, binary
codes, and error detection codes. Logic gates, Boolean algebra, combinational circuits, flip flops,
sequential circuits.

UNIT I Digital components and RTL.:

Integrated circuits, decoders, multiplexers, registers, shift registers, binary counters, and memory
unit. Register Transfer language, Register Transfer, Bus and memory transfers, Arithmetic Mircro
operations, logic micro operations, shift micro operations, Arithmetic logic shift unit.

UNIT HI Basic Processing Unit:

Instruction codes, Computer Registers, Computer instructions — Instruction cycle, Memory —
Reference Instructions. Input — Output and Interrupt. STACK organization, Instruction formats,
Addressing modes, DATA Transfer and manipulation, Program control, Reduced Instruction set
computer.

UNIT IV Micro Programmed Control and Computer Arithmetic:

Micro program example, design of control unit, Hard-wired control. Micro programmed control unit
Addition and subtraction, multiplication Algorithms, Division Algorithms, Floating — point
Arithmetic operations. Decimal Arithmetic unit, Decimal Arithmetic operations.

UNIT V The Memory System and 1OP:

Memory Hierarchy, Main memory, Auxiliary memory, Associative memory, Cache memory, Virtual
memory. Peripheral Devices, Input-Output Interface, Asynchronous data transfer Modes of Transfer,
Priority Interrupt, Direct memory Access.

Text Books:
1. Computer System Architecture, Morris Mano, 3rd Edition.
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2. Computer organization — Carl Hamacher, Zvonks Vranesic, SafeaZaky, Vth Edition, McGraw
Hill.

Reference Books:

1. Computer System Architecture, Naush Jotwani- 7MM.

2. Digital Electronics, James W Bignel, Robert Donovan, 5th Edition, Cengage Learning
Publications.

3. Digital Design — Morris Mano, PHI, 3rd Edition, 2006.

4. Taub & Schilling: Digital integrated electronics McGraw-Hill

5. RP Jain: Digital Electronics, 4th Edition TMH.
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COMPUTER ORGANIZATION AND ARCHITECTURE LAB

Course Code: CS183 Course Credits: 1
Course Category: CC-P Course (U/P) U
Course Year (U/P): 1U Course Semester (U / P): 1U
No. of Labs: 01 (2 hrs)

Total No. of Lectures (L + T): 10 End Sem. Exam Hours: 2

COURSE OBJECTIVES

1.Conceptulize the behavior of Logic Gates, Adders, Decoders, Multiplexers and Flip-Flops. 2..

2. Recognize the behavior of ALU, RAM, STACK and PROCESSOR from working modules and the
modules designed by the student as part of the experiment

3. Estimate the performance of various classes of Memories, build large memories using small
memories for better performance and Relate to arithmetic for ALU implementation

4. Understand the basics of hardwired and micro-programmed control of the CPU, pipelined
architectures, Hazards and Superscalar Operations

5.Simulate digital circuit design using different tools.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Analyze the behavior of logic gates

2. Design combinational circuits for basic components of computer system and applications

3.Analyze the operational behavior and applications of various flip-flop

4. Design Arithmetic logic units and different types of memory blocks.

5. Describe the basics of hardwired and micro-programmed control of the CPU, pipelined
architectures, Hazards and Superscalar Operations

NOTE: Suggested list of experiments but not limited to these only.
Experiments / Spice Simulations
1. Bread Board Implementation of Logic Gates and Universal gates.

(a)Bread Board Implementation of Flip-Flops.

(b)Bread Board implementation of counters & shift registers

(c)Bread Board implementation of Adder/Subtractor (Half, Full)
(d)Bread Board implementation of Binary Adder

Experiments with clocked Flip-Flop.

Design of Counters.

Implementation of Arithmetic algorithms.

Design a multiplex display unit using counter, multiplexer and decoder.
Programming in Assembly Language.12x2T

Bread Board implementation of Seven Segment Display.

Use a multiplexer unit to design a composite ALU.

Test a RAM chip and cascade two chips for vertical and horizontal expansion. Use wired OR
tri-state output

10. Use ALU chip for multibit arithmetic operation.

© o NOR~ WD
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SEMESTER-II



FUNDAMENTALS OF COMPUTER PROGRAMMING

Course Code: CS101 Course Credits: 4
Course Category: CC Course (U/P) U
Course Year (U/P): 1U Course Semester (U / P): 2U
No. of Lectures + Tutorials 03+01 Mid Sem. Exam Hours: 1.5
(Hrs/Week):

Total No. of Lectures (L + T): 45+ 15 End Sem. Exam Hours: 3

COURSE OBJECTIVES

Students will be able to:

1. Provide students with understanding of programming essentials and to learn preprogramming steps
like writing algorithms, drawing flowcharts and pseudo codes.

2.Understand the structure, and learn the syntax and semantics of C programming

3.Know the variable declaration with different data types and learn using operators and different
control structures like decision control, loop control and special cases..

4. Recognize the concept of pointers, declarations, initialization, operations on pointers and their
usage

5.Analyse how to perform various FILE 1/O.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Able to implement the algorithms and draw flowcharts for solving Mathematical and
Engineering problems.

2.Students can write, compile and debug programs in C language and use different data types for
writing the programs

3.Able to design programs connecting decision structures, loops and functions..

4.Understand the dynamic behavior of memory by the use of pointers..

5.Develop confidence for self-education and ability for life-long learning needed for Computer
language.

UNIT I INTRODUCTION TO COMPUTER AND PROGRAMMING CONCEPTS

Definition, characteristic, generation of computers, basic components of a computer system, memory,
input, output and storage units, high level language and low level language, Soft- ware: system
software, application software, hardware, firmware, Operating System, compil- er, interpreter and
assembler, linker, loader, debugger, IDE. Introduction to algorithm and flow chart; representation of
algorithm using flow chart symbol, pseudo code, basic algorithm de- sign, characteristics of good
algorithm, development of algorithm.

UNIT Il INTRODUCTION TO C PROGRAMMING LANGUAGE

Introduction to C programming language , Declaring variables, preprocessor statements, arithmetic
operators, programming style, keyboard input , relational operators, introduction, feature of C
language, concepts, uses, basic program structure, simple data types, variables, constants, operators,
comments, control flow statement :if, while, for, do-while, switch.

UNIT I DATA TYPES AND STRUCTURES

bitwise operators, Pre defined and User defined data types, arrays, declaration and opera- tions on
arrays, searching and sorting on arrays, types of sorting, 2D arrays, Passing 2D arrays to functions,
structure, member accessing, structure and union, array of structures, func- tions, declaration and use
of functions, parameter passing, recurssion .
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UNIT IV FUNDAMENTALS OF POINTERS

Introduction to pointers, pointer notations in C, Declaration and usages of pointers, operations that
can be performed on computers, use of pointers in programming exercises, parameter passing in
pointers, call by value, call by references, array and characters using pointers, dynamic memory
allocation

UNIT V FILE HANDLING IN C AND ENUM

Introduction to file handling, file operations in C , defining and opening in file, reading a file, closing

a file, input output operations on file, counting: characters, tabs , spaces, file opening modes, error
handling in input/output operations, Enumerated data types, use of Enum, declaration of Enum.

Text Books:
1. C Programming by Herbert Shield
2. C Programming Language 2nd Edition by Brian, W Kernighan Pearson Education.
3. Programming in ANSI C by E. Balagurusamy, Tata Mgraw Hill

4. C Puzzle Book: Puzzles For The C. Programming Language by Alan R Feuer Prentice
HallGale

5. Expert C Programming: Deep C Secrets (s) by Peter Van Der Linden Dorling Kindersley
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CONCEPTS OF OPERATING SYSTEM

Course Code: CS103 Course Credits: 2
Course Category:CC CC Course (U/P) U
Course Year (U/P):U 1U Course Semester (U / P): 2U
No. of Lectures + Tutorials 02+ 00 Mid Sem. Exam Hours: 1.5
(Hrs/Week):

Total No. of Lectures (L + T):30 30+ 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Understand how Operating System is Important for Computer System.

2.Make aware of different types of Operating System and their services.

3.Learn different process scheduling algorithms and synchronization techniques to achieve better
performance of a computer system

4.Know virtual memory concepts and secondary memory management

5.Understanding of Security & protection in Operating System

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Understand the different services provided by Operating System at different level

2.Learn real life applications of Operating System in every field.

3.Understands the use of different process scheduling algorithm and synchronization techniques to
avoid deadlock.

4.Learn different memory management techniques like paging, segmentation and demand paging etc.

5.Perform implementation of protection mechanisms in operating system

UNIT | INTRODUCTION TO OPERATING SYSTEM
Importance of operating systems, basic concepts and terminology about operating system, memory
management, processor management, device management, information management functions.

UNIT I PROCESS MANAGEMENT

Elementary concept of process, job scheduler, process scheduling, operation on process, threads,
overview, scheduling criteria, scheduling algorithms, algorithm, and deadlocks: system model,
deadlock characterization, deadlocks prevention, deadlocks avoidance, deadlocks detection, recovery
from deadlock.

UNIT 111 MEMORY &STORAGE MANAGEMENT
Basic Memory Management: Definition, Logical and Physical address map, Memory allocation:
Contiguous Memory allocation, partition, Fragmentation, Compaction, Paging, Segmentation.

UNIT IV UNIX/LINUX OPERATING SYSTEM: Development Of Unix/Linux, Role &
Function Of Kernel, System Calls, Elementary Linux command & Shell Programming, Directory
Structure, System Administration.

UNIT V SECURITY & PROTECTION: Security Environment, Design Principles of
Security, User authentication, Protection Mechanism: Protection Domain, Access Control List

Text Books:

[1]. Galvin, Wiley, Operating Systems Concepts, 8" edition, 2009.

[2]. James L Peterson, Operating Systems Concept, John Wiley & Sons Inc, the 6Rev edition,
2007.
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Reference Books:

[1]. Deitel H. M., An Introduction to Operating Systems, Addison-Wesley, 1990.
[2]. Stallings William, Operating Systems, PHI, New Delhi, 1997.

[3]. S. Tanenbaum Modern Operating Systems, Pearson Education, 3" edition, 2007,
[4]. Nutt, Operating System, Pearson Education, 20009.

[5]. S. Tanenbaum, Distributed Operating Systems, Prentice Hall, 2™ edition, 2007.

COMPUTER PROGRAMMING LAB -1

Course Code: Cs181 Course Credits: 1
Course Category: CC-P Course (U/P) )
Course Year (U /P): 1U Course Semester (U / P): 2U
No. of Labs: 01(2 hrs)

Total No. of Lab (L +T): 10+ 00 End Sem. Exam Hours: 2

COURSE OBJECTIVES

1.Introduce students to the basic knowledge of programming fundamentals of C language.

2.Impart writing skill of C programming to the students and solving problems.

3.Impart the concepts like looping, array, functions, pointers, file, structure.

4.Write programs to print output on the screen as well as in the files..

5.Apply all the concepts that have been covered in the theory course.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Recognize and understand the syntax and construction of C programming code

2.Able to design and develop Computer programs, analyzes, and interprets the concept of
pointers, declarations, initialization, operations on pointers and their usage.

3.Adequate to define data types and use them in simple data processing applications also he/she
must be able to use the concept of array of structures.

4.Student must be able to define union and enumeration user defined data types.

5.Develop confidence for self-education and ability for life-long learning needed for Computer
language.

LIST OF EXPERIMENTS
1. Write a program for the following:
a) To find the reverse of a given number.
b) Calculate factorial of a number using recursion.

2. Write a program to take marks of a student of 5 subjects as an input and print the grade.
Also create the same program using switch.

marks<40 = FAIL
marks>=40 and <=59 =GOOD
marks>=59 and <80 =EXCELLENT
marks>=80 = OUTSTANDING
3. Write a program to compute the length of a string using While Loop.
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4. Write a program to print the following pattern: -

a) *

b) *

345
6 789
5. Write a program to compute and display the product of two matrices.
6. Write a program to illustrate the difference between call by value and call by reference.
7. Write a program to check whether a given string is palindrome or not.

8. Create a structure called STUDENT having name, reg no., class as its field.

Compute the size of structure STUDENT.
9. Write a program to compute the length of a string using pointers.

10. Write a program to create a file, input data and display its content.

17



OPERATING SYSTEM LAB

Course Code: CS182 Course Credits: 1
Course Category: CC-p Course (U /P) U
Course Year (U /P):U 2U Course Semester (U / P): 2U
No. of Labs 1(2 hrs)

Total No. of Lab(L + T):10 10+ 00 End Sem. Exam Hours: 2

COURSE OBJECTIVES

1.Learn about file management and different types of permission setup

2.Understand how system processes work and how to manage them

3.Learn & implement different Operating system algorithm

4.Apply concept of Deadlock and its prevention.

5.Apply concept of OS to develop Producer Consumer problem & real scenario problems

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Able to implement and analyse the performance of different algorithm of Operating Systems
like CPU scheduling algorithm, page replacement algorithms, deadlock avoidance, detection
algorithm and so on.

2.Capable to design and develop a course project that can have positive impact on environment
or society or mankind.

3.Demonstrate the various operations of file system.

4.Apply the various methods in memory allocation and page replacement algorithm.

5.Apply the process synchronous concept using message queue, shared memory, semaphore
and Dekker’s algorithm for the given situation

18
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List of Programs

Program for file handling.

Program for Dining Philosophers Problem.

Program for Producer — Consumer Problem concept.

Program for First Come First Serve Algorithm.

Program for Shortest Job First Scheduling Algorithm.

Program for Round Robin Scheduling Method.

Program for Priority Scheduling Algorithm.

Implement the concept of Fragmentation and Defragmentation.
Simulate Bankers Algorithm for Dead Lock Avoidance

O Simulate Bankers Algorithm for Dead Lock Prevention
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SEMESTER-III

INTERNET TECHNOLOGY
Course Code: CS201 Course Credits: 3
Course Category: CC Course (U /P) U
Course Year (U/P): 2U Course Semester (U / P): 3U
No. of Lectures + Tutorials 03 + 00 Mid Sem. Exam Hours: 1.5
(Hrs/Week):
Total No. of Lectures (L + T): 45 + 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Present the basic web technology concepts for developing web applications.

2.Helps in computational thinking.

3.Understand of networking fundamentals.

4.Recognize the process of technology planning.

5.Interpret the paradigms of web page coding.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Have basic knowledge and understanding of core Internet technologies.

2.Apply Internet technology techniques for Web page design.

3.Learn various Browsing systems.
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4.Work in JavaScript to create web pages effectively.

5.Process page Coding & Planning

UNIT I OVERVIEW OF INTERNET AND WEB

Introduction to internet, history of Internet and web, Internet services and accessibility, uses of
internet, Internet standards, Internet protocols- IP, TCP,UDP and host names, web server, proxy
server, fast ready connections on the web, web browsers, Netscape communication suite, Microsoft
Internet explorer, firewalls, data security.

UNIT Il WEB DESIGN

Key issues in web site design, introduction to HTML, SGML- DTD, DTD elements, attributes, outline
of an HTML document, body section- headers, paragraphs, text formatting, linking, internal linking,
embedding images, lists, tables, frames, other special tags and characters, head section- prologue,
link, base, meta, script, style, XML, XHTML, structuring data, XML schema documents, document
object model, security and management issues for creating a website.

UNIT 111 BROWSING SYSTEMS

Searching and web casting technique, popular web servers, basic features, bookmarks, cookies,
progress indicators, customization of browsers, browsing tricks, next generation web browsing, search
engines, architecture of search engines, search tools, web crawlers, types of crawlers, scalable web
crawler, incremental crawler, parallel crawler, focused crawler, agent based crawler, case study of IE,
counters, Internet chat, hardware and software requirements for Internet and web based applications,
Internet and web technologies.

UNIT IV JAVASCRIPT
Introduction, Language elements, objects of JavaScript, other objects like data, math, string, regular
expressions, and arrays.

UNIT V ACTIVE SERVER PAGES

Creating interactive applications using active server pages : client and server side script in C#,
variables and constants, creating modules, creating objects from classes, ASP’s object model, arrays,
collections, control structures, using request and response objects, Integration with database.

Reference Books:

1. Raj Kamal, Internet and Web Technologies, TMH, 2005.

2. Monica D’Souza, Web publishing, TMH, 2001.

3. David Crowder and Rhonda Crowder, Web Design, IDG Books India, 2001.

4. Musciano C., HTML and XHTML the Definitive Guide, 6th edition, OReilly, 2006.

5. Deitel H., Deitel P., Internet and World Wide Web: How to Program, 4 edition, PHI.

INTELLIGENT SYSTEM

Course Code: CS211 Course Credits: 3
Course Category: CcC Course (U/P) U
Course Year (U/ P): 2U Course Semester (U / P): 3U
No. of Lectures + Tutorials 03 +00 Mid Sem. Exam Hours: 15
(Hrs/Week):

Total No. of Lectures (L + T): 45 + 00 End Sem. Exam Hours: 3
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COURSE OBJECTIVES

1. Determine which type of intelligent system methodology would be suitable for a given type of
application problem

2.Demonstrate, in the form of a major project work, the ability to design and develop an intelligent
system for a selected application

3. Exhibit good knowledge of basic theoretical foundations of the following common intelligent
systems methodologies.

4.Design and Develop an intelligent system for a selected application

5.Explain evolutionary computation ,artificial neural networks

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Describe in detail the class of problems that a specific type of artificial intelligence technique
and/or algorithm is suitable to address

2. Show the ability to design and implement a prototype in artificial intelligence, furthermore,
propose further improvements

3. Show the ability to write a scientific report in artificial intelligence, which fulfills the requirements
for a good reporting culture, as well as a scientific perspective.

4.Students will gain Strategies and Actions used to produce the outcome about artificial intelligence
techniques and intelligent systems

5.Students will apply their knowledge to design solutions to different problems

UNIT I Introduction
Introduction to Artificial Intelligence, Foundations and History of Artificial Intelligence, Applications
of Artificial Intelligence, Intelligent Agents, Structure of Intelligent Agents. Computer vision, Natural
Language Possessing.

UNIT Il Introduction to Search
Searching for solutions, Uniformed search strategies, Informed search strategies, Local search
algorithms and optimistic problems, Adversarial Search, Search for games, Alpha - Beta pruning.

UNIT 111 Knowledge Representation & Reasoning

Propositional logic, Theory of first order logic, Inference in First order logic, Forward & Backward
chaining, Resolution, Probabilistic reasoning, Utility theory, Hidden Markov Models (HMM),
Bayesian Networks.

UNIT IV Machine Learning

Supervised and unsupervised learning, Decision trees, Statistical learning models, Learning with
complete data — Naive Bayes models, Learning with hidden data — EM algorithm, Reinforcement
learning.

UNIT V Pattern Recognition

Introduction, Design principles of pattern recognition system, Statistical Pattern recognition,
Parameter estimation methods - Principle Component Analysis (PCA) and Linear Discriminate
Analysis (LDA),

Classification Techniques — Nearest Neighbour (NN) Rule, Bayes Classifier, Support VVector Machine
(SVM), K — means clustering.
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Text Books
1. Artificial Intelligence, Elanie Reich: Tata mcgraw Hill publishing house, 2008.
2. Artificial intelligence, Peterson, TataMcGraw Hill, 2008.

DATA STRUCTURE AND ALGORITHMS

Course Code: CS205 Course Credits: 3
Course Category: CC Course (U /P) U
Course Year (U /P): 2U Course Semester (U / P): 3U
No. of Lectures + Tutorials (Hrs/Week): 03+00 | Mid Sem. Exam Hours: 1
Total No. of Lectures (L + T): 45+ 00 | End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.To emphasize the importance of appropriate data structure in developing and implementing efficient
algorithms

2.Understand basic data structures such as arrays, stacks, queues, hash tables and linked list

3.To analyze the asymptotic performance of various algorithms

4.Solve problems using graphs, trees and heaps

5.Apply important algorithmic design paradigms and methods of analysis

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Define basic static and dynamic data structures and relevant standard algorithms for them.

2.Select basic data structures and algorithms for autonomous realization of simple programs or
program parts.

3.Determine and demonstrate bugs in program, recognise needed basic operations with data structures

4.Formulate new solutions for programming problems or improve existing code using learned
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algorithms and data structures

5.Evaluate algorithms and data structures in terms of time and memory complexity of basic
operations.

UNIT I INTRODUCTION TO DATA STRUCTURES

Abstract data types, sequences as value definitions, data types in C, pointers in C, data structures and
C, arrays in C, array as ADT, one dimensional array, Implementing one dimensional array, array as
parameters, two dimensional array, structures in C, implementing structures, Unions in C,
implementation of unions, structure parameters, allocation of storage and scope of variables, recursive
definition and processes: factorial function, Fibonacci sequence, recursion in C, efficiency of
recursion, hashing: hash function, open hashing, closed hashing: linear probing, quadratic probing,
double hashing, rehashing, extendible hashing.

UNIT 11 STACK, QUEUE AND LINKED LIST

Stack definition and examples, primitive operations, example -representing stacks in C, push and pop
operation implementation, queue as ADT, C Implementation of queues, insert operation, priority
queue, array implementation of priority queue, inserting and removing nodes from a list-linked
implementation of stack, queue and priority queue, other list structures, circular lists: stack and queue
as circular list - primitive operations on circular lists, header nodes, doubly linked lists, addition of
long positive integers on circular and doubly linked list.

UNIT 11l TREES

Binary trees: operations on binary trees, applications of binary trees, binary tree representation, node
representation of binary trees, implicit array representation of binary tree, binary tree traversal in C,
threaded binary tree, representing list as binary tree, finding the Kth element, deleting an element,
trees and their applications: C representation of trees, tree traversals, evaluating an expression tree,
constructing a tree.

UNIT IV SORTING AND SEARCHING

General background of sorting: efficiency considerations, notations, efficiency of sorting, exchange
sorts: bubble sort; quick sort; selection sort; binary tree sort; heap sort, heap as a priority queue,
sorting using a heap, heap sort procedure, insertion sorts: simple insertion, shell sort, address
calculation sort, merge sort, radix sort, sequential search: indexed sequential search, binary search,
interpolation search.

UNIT V GRAPHS

Application of graph, C representation of graphs, transitive closure, Warshall's algorithm, shortest
path algorithm, linked representation of graphs, Dijkstra's algorithm, graph traversal, traversal
methods for graphs, spanning forests, undirected graph and their traversals, depth first traversal,
application of depth first traversal, efficiency of depth first traversal, breadth first traversal, minimum
spanning tree, Kruskal's algorithm, round robin algorithm.

Text Books:

1. Aaron M. Tenenbaum, Yeedidyah Langsam, Moshe J. Augenstein, 'Data structures using C', Pearson
Education, 2004 / PHI.

2. E. Balagurusamy, 'Programming in Ansi C', Second Edition, TMH, 2003.
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3. Robert L. Kruse, Bruce P. Leung Clovis L.Tondo, 'Data Structures and Program Design in C', Pearson
Education, 2000 / PHI.

PROBLEM SOLVING USING C++

Course Code: CS207 | Course Credits: 3
Course Category: CC Course (U /P) U
Course Year (U/ P): 2U Course Semester(U / P): | 3U
No. of Lectures + Tutorials 03 +00 | Mid Sem. Exam Hours: | 1.5
(Hrs/Week):

Total No. of Lectures (L + T): 45+ 00 | End Sem. Exam Hours: | 3

COURSE OBJECTIVES
1.Should able to implement constructor overloading, constructor with default argument

2.Understand how to use access modifiers in programming problem

3.Knowledge about implementation of types of inheritance
4.Understanding about destructor and files basic operations
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1.

2.

3.

5.Understand friend function , virtual function and implementation of function & operator
overloading

COURSE OUTCOMES
At the end of the course the students should be able to:
1.Implement the oops concepts in various programming exercises

2.Think of the software solution in view of object oriented paradigm
3.Apply the files usage in C++ programming problem

4.Design an efficient solution for an problem using exception handling mechanism

5.Solve the software project problem using OOPs approach

Unit-1 Introuction.
Overview of a Programming Language, Procedural and Object Oriented Programming paradigms,
Structure of a C++ program, Compilation Process of C++ Program, Pre-processor Directives.

Unit-11 Class and Objects

Concept of class and Object, Access Control, Primitive Data Types, Arrays, Operators, ldentifiers,
Keywords, and Literals. Type-casting, Input-Output Statements, Decision Making and Looping
Constructs, Recursion, Functions, Command Line Arguments, Libraries.

Unit-111 OOPs Features
Abstraction, Encapsulation, Inheritance (Single and Multilevel), Polymorphism (Function Overriding
& Overloading, Operator Overloading)

Unit-1V Pointer and References
Pointer and Reference Variables, Runtime Polymorphism, Virtual Function, Constructors and
Destructors. Static & Dynamic Memory Allocation.

Unit-V 1/O and File
File I/O Basics, File Operations, Using try, catch, throw, throws and finally; Nested try, creating user
defined exceptions.

Text Books:

Computer Science: A Structured Approach Using C++. Forouzan & Gilbert (2012) Cengage
Learning.

C++ Programming: Problem Analysis to Program Design. 7th Edition (2015), D. S. Malik, Cengage
Learning.

C++: The Complete Reference. 4th Edition. (2003), Schildt, H., Tata McGraw-Hill

LOGIC DESIGN

Course Code: | CS209 | Course Credits: IE
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Course Category: CC Course (U/P) U
Course Year (U/P): 2U Course Semester (U / P): 3U
No. of Lectures + Tutorials 03+00 Mid Sem. Exam Hours: 15
(Hrs/Week):

Total No. of Lectures (L + T): 45+ 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

To understand basic number systems, codes and logical gates.

To understand the concepts of Boolean algebra.

To understand the use of minimization logic to solve the Boolean logic expressions..

To understand the design of combinational and sequential circuits.

To understand the state reduction methods for Sequential circuits

COURSE OUTCOMES

At the end of the course the students should be able to:

Able to understand number systems and codes.

Able to solve Boolean expressions using Minimization methods.

Able to design the sequential and combinational circuits.

Able to apply state reduction methods to solve sequential circuits.

Able to understand the role and working of counters

UNIT 1

Number system, number base conversions, Boolean Algebra, Logic gates, Definition of combinational
logic, Canonical forms, Generation of switching equations from truth tables, Karnaugh maps-3, 4 and
5 variables, Incompletely specified functions (Don’t Care terms), Simplifying Max term equations.
Quine-McCluskey minimization technique- Quine-McCluskey using don’t care terms, Reduced Prime
Implicant Tables, Map entered variables.

UNIT 2

General approach, Decoders-BCD decoders, Encoders. Digital multiplexers-Using multiplexers as
Boolean function generators. Adders and subtractors- Cascading full adders, Look ahead carry, Binary
comparators. Design methods of building blocks of combinational logics.

UNIT 3

Basic Bistable Element, Latches, SR Latch, Application of SR Latch, A Switch Debouncer, The S R
Latch, The gated SR Latch, The gated D Latch, The Master-Slave Flip-Flops (Pulse-Triggered Flip-
Flops): The Master-Slave SR Flip-Flops, The Master-Slave JK Flip- Flop, Edge Triggered Flip-Flop:
The Positive Edge-Triggered D Flip-Flop, Negative-Edge Triggered D Flip-Flop.

UNIT 4

Characteristic Equations, Registers, Counters - Binary Ripple Counters, Synchronous Binary
counters, Counters based on Shift Registers, Design of a Synchronous counters, Design of a
Synchronous Mod-6 Counter using clocked JK Flip-Flops Design of a Synchronous Mod-6 Counter
using clocked D, T, or SR Flip-Flops

UNIT 5

Introduction, Mealy and Moore Models, State Machine Notation, Synchronous Sequential Circuit
Analysis and Design. Construction of state Diagrams, Counter Design.

Text Books:
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1. Digital Design by M. Morris Mano

2. Introduction to Logic Circuits & Logic Design with Verilog by Brock J LaMeres

3. Computer System and Architecture by M. Morris Mano

4. Fundamentals of Logic Design, C. H. Roth, L. L. Kinney, 7th edition, Cengage Learning.

5. Fundamentals of Digital Logic & Micro Computer Design, 5TH Edition, M. Rafiquzzaman, John

Wiley.
DATA STRUCTURE AND ALGORITHMS LAB

Course Code: Cs281 Course Credits: 2
Course Category: CC-P Course (U /P) U
Course Year (U/P): 2U Course Semester (U / P): 3U
No. of Labs (Hrs/Week): 2(3 hrs)
Total No. of Labs: 10 End Sem. Exam Hours: 3

LAB OBJECTIVES

1.Introduce the concept of data structures through ADT including List, Stack, Queues .

2.To design and implement various data structure algorithms.

3.To introduce various techniques for representation of the data in the real world.

4.To develop application using data structure algorithms

5.Compute the complexity of various algorithms.

LAB OUTCOMES

At the end of the course the students should be able to:
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1. Select appropriate data structures as applied to specified problem definition

2.Implement operations like searching, insertion, and deletion, traversing mechanism etc. on various data

structures.

3.Students will be able to implement Linear and Non-Linear data structures.

4. Implement appropriate sorting/searching technique for given problem.

5. Design advance data structure using Non-Linear data structure

List of Experiments:
1. Run time analysis of Fibonacci Series

2. Study and Application of various data Structure
3. Study and Implementation of Array Based Program

a. Searching (Linear Search, Binary Search)
b. Sorting (Bubble, Insertion, Selection, Quick, Merge etc)
c. Merging

4. Implementation of Link List

a. Creation of Singly link list, Doubly Linked list
b. Concatenation of Link list
c. Insertion and Deletion of node in link list
d. Splitting the link list into two link list
5. Implementation of STACK and QUEUE with the help of

a. Array
b. Link List
6. Implementation of Binary Tree

7. Implementation of Binary Search Tree.
8. Write a program to simulate various traversing Technique
9. Representation and Implementation of Graph

a. Depth First Search

b. Breadth First Search

c. Prims Algorithm

d. Kruskal’s Algorithms

10. Implementation of Hash Table

OBJECT ORIENTED PROGRAMMING LAB

Course Code: CS283 Course Credits: 2
Course Category: CCL5/SEC Course (U /P) U
Course Year (U /P): 2U Course Semester (U / P): 3U
No. of Labs(Hrs/Week): 02(3 hrs)

Total No. of Lectures (L + T): 10 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1. Implement constructor overloading, constructor with default argument

2. Determine how to use access modifiers in programming problem

3.Knowledge about implementation of types of inheritance

4.Understand about destructor and files basic operations

5.Know about friend function , virtual function and implementation of function & operator
overloading
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10.

COURSE OUTCOMES

At the end of the course the students should be able to:

1. Implement the oops concepts in various programming exercises

2.Think of the software solution in view of object oriented paradigm

3. Apply the files usage in C++ programming problem

4. Design an efficient solution for an problem using exception handling mechanism

5. Solve the software project problem using OOPs approach

List of Experiments:
A program in C++ to demonstrate the Constructor Overloading , assumed desired

program
Write a program in C++ demonstrating the public, protected and private parameter and
friend value.

Write a program in C++ to demonstrate constructor with default argument and
destructor in inheritance.

Write a program in C++ to demonstrate multiple inheritance.

Write a program in C++ to append the content of file. (Assume suitable data)

Write a program in C++ to create a file (Assume suitable data)

Write a program in C++ to demonstrate virtual function.

Write a program to implement an Account class with member function to compute
interest, Show balance, withdraw, and deposit amount from the Account.

Write a program to implement a sphere class with appropriate member and member
function to find surface area and the volume. (Surface = 4 nr2 , and Volume= 4/3 n r3)
Write a C++ program to implement a class for complex number with add and multiply as

member function. Overload ++ operator to increment a complex number.

LOGIC DESIGN LAB

Course Code: CS285 Course Credits: 2
Course Category: CC-P Course (U/P) U
Course Year (U/ P): 2U Course Semester (U / P): 3U
No. of Labs: 2(3 hrs)

Total No. of Lectures (L + T): 10 End Sem. Exam Hours: 3

COURSE OBJECTIVES
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Conduct an experiment to learn the logic design and prototyping process

Design a digital module with combinational and sequential logic components to be able to address
any problem

Use state-of-the-art combinational and sequential logic design methodologies, techniques, and
paradigms

To understand the use of minimization logic to solve the Boolean logic expressions

To understand the basics of various types of memories

COURSE OUTCOMES

At the end of the course the students should be able to:

Able to verify the output of various logic gates

Able to verify the working of half and full adder circuit

Able to design the sequential and combinational circuits.

Able to understand the role and working of counters

Able to understand and verify various flip flop circuits

List of Experiments:
To study and verify the truth table of logic gates

To simplify the given expression and to realize it using Basic gates and
Universal gates

To realize i) Half Adder and Full Adder

ii) Half Subtractor and Full Subtractor by using Basic gates and
NAND gates
II) To design and set up the following circuit using IC 7483. A 4-
bit binary parallel
adder.
iv) A 4-bit binary parallel subtractor.
To design and realize the following using IC 7483.

BCD to Excess- 3 Code

Excess-3 to BCD Code.

To realize Binary to Gray code converter and vice versa.
To design and set up the following circuit

i) To design and set up a 4:1 Multiplexer (MUX) using only NAND
gates.
Truth Table verification of RS Flip Flop,T type flip and D type flip- flop

Truth Table verification of JK Flip Flop.

To design and test 3-bit binary asynchronous counter using flip-flop IC 7476
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SEMESTER-IV

SOFTWARE ENGINEERING

Course Code: CS202 Course Credits: 3
Course Category:CC CC Course (U /P) U
Course Year (U/P):U 2U Course Semester (U / P): 4U
No. of Lectures + Tutorials 03 + 00 Mid Sem. Exam Hours: 1.5
(Hrs/Week):3

Total No. of Lectures (L + T):45 45 + 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1. Help students to develop skills that will enable them to construct software of high quality software
that is reliable, and that is reasonably easy to understand, modify and maintain.

2. Foster an understanding of why these skills are important

3.Provide an understanding of the working knowledge of the techniques for estimation, design,
testing and quality management of large software development projects
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4.Study process models, software requirements, software design, software testing

5.Help to study Software process/product metrics, risk management, quality management and UML
diagrams

COURSE OUTCOMES

At the end of the course the students should be able to:

1.1dentify and apply appropriate software architectures and patterns to carry out high level design of a
system and be able to critically compare alternative choices.

2. Expertise and/or awareness of testing problems and will be able to develop a simple testing report

3.Translate end-user requirements into system and software requirements, using e.g. UML, and
structure the requirements in a Software Requirements Document (SRD).

4. Analyse various software engineering models and apply methods for design and development of
software projects

5 .Proficiently apply standards, CASE tools and techniques for engineering software projects

UNIT | SOFTWARE ENGINEERING

Introduction to software engineering: definitions, role of software engineering, planning a software
project, defining the problem, developing a solution strategy, planning the development process,
software engineering process paradigms, principles of software engineering, software engineering
activities, Software Development Life Cycle (SDLC) Models: Water Fall Model, Prototype Model,
Spiral Model, Evolutionary Development Models, Iterative Enhancement Models, Software Quality
Frameworks, 1SO 9000 Models, SEI-CMM Model

UNIT NI REQUIREMENT ANALYSIS AND DESIGN
Software Requirement Specification (SRS): Introduction, need of SRS, significance, characteristics of
SRS, Structure of SRS, IEEE standards for SRS design, functional and non-functional requirements,
Requirement gathering and analysis, requirement engineering and management, Decision Tables.
Software Quality Assurance (SQA): Verification and Validation, SQA Plans, Software Quality
Frameworks, 1SO 9000 Models, SEI-CMM Model.

UNIT Il SOFTWARE DESIGN PROCESS

Software Design: Introduction, design process activities: architectural design, Abstract specification,
Interface design, component design, data structure design, algorithm design modular approach, top-
down design, bottom-up design, design methods: data-flow model: data flow diagram, entity-relation-
attribute model: E-R diagram, structural model: structure charts, context diagrams, object models: use
case modeling, use case diagrams, sequence diagrams, cohesion and coupling. Software Measurement
and Metrics: Various Size Oriented Measures: Halestead’s Software Science, Function Point (FP)
Based Measures, Cyclomatic Complexity Measures: Control Flow Graphs.

UNIT IV SOFTWARE TESTING
Testing Objectives, Unit Testing, Integration Testing, 8 Acceptance Testing, Regression Testing,
Testing for Functionality and Testing for Performance, Top-Down and Bottom-Up Testing Strategies:
Test Drivers and Test Stubs, Structural Testing (White Box Testing), Functional Testing (Black Box
Testing), Test Data Suit Preparation, Alpha and Beta Testing of Products.Static Testing Strategies:
Formal Technical Reviews (Peer Reviews), Walk Through, Code Inspection, Compliance with Design
and Coding Standards.

UNIT V SOFTWARE MAINTENANCE

Need for Maintenance, Categories of Maintenance: Preventive, Corrective and Perfective
Maintenance, Cost of Maintenance, Software Re-Engineering, Reverse Engineering. Software
Configuration Management Activities, Change Control Process, Software Version Control, An
Overview of CASE Tools. Estimation of Various Parameters such as Cost, Efforts,
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Schedule/Duration, Constructive Cost Models (COCOMO), Resource Allocation Models, Software
Risk Analysis and Management.problem resolution, software maintenance from customers™
perspective, maintenance standard: IEEE-1219, 1SO-12207, Software Risk Analysis and
Management.

Text Books:

Pankaj Jalote, An Integrated Approach to Software Engineering, Narosa Publishing House, New
Delhi 1997.

lan Sommerville, Software Engineering, Pearson Education, 20009.

Pressman Roger S., Software Engineering: Practitioner's Approach, McGraw-Hill Inc., 2004.
Software Engineering: Software Reliability, Testing and Quality Assurance, Nasib S. Gill,

Khanna Book Publishing Co (P) Ltd., New Delhi, 2002.

DATABASE MANAGEMENT SYSTEM

Course Code: CS204 Course Credits: 3
Course Category: CcC Course (U/P) U
Course Year (U /P): 2U Course Semester (U / P): 4U
No. of Lectures + Tutorials 03 + 00 Mid Sem. Exam Hours: 1.5
(Hrs/Week):

Total No. of Lectures (L + T): 45 + 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Describe the fundamental elements of relational database management systems

2.Explain the basic concepts of relational data model, entity-relationship model, relational database
design, relational algebra and SQL.
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3.Design ER-models to represent simple database application scenarios

4.Convert the ER-model to relational tables, populate relational database and formulate SQL queries
on data.

5.Improve the database design by normalization.

COURSE OUTCOMES

At the end of the course the students should be able to:

1. Understand of database concepts and thorough knowledge of database software’s.

2.Model an application's data requirements using ER diagrams

3. Write SQL commands to create tables and query data in a relational DBMS

4. Execute various advanced SQL queries related to transactions, concurrency

5.Explain the principle of transaction management design.

UNIT | DATA BASE SYSTEM

Data base system vs. file system, view of data, data abstraction, instances and schemas, data models,
ER model, relational model, database languages, DDL, DML, database access for applications
programs, data base users and administrator, transaction management, data base system structure,
storage manager, query processor, history of data base systems, data base design and ER diagrams,
beyond ER design entities, attributes and entity sets, relationships and relationship sets, additional
features of ER model, concept design with the ER model, and conceptual design for large enterprises.

UNIT 11 RELATIONAL MODEL

Introduction to the relational model, integrity constraint over relations, enforcing integrity constraints,
querying relational data, and logical data base design, destroying /altering tables and views. relational
algebra and calculus: relational algebra, selection and projection set operations, renaming, joins,
division, relational calculus, tuple relational calculus, domain relational calculus, expressive power of
algebra and calculus.

UNIT 111 BASIC SQL QUERY

Examples of basic SQL queries, nested queries, correlated nested queries set, comparison operators,
aggregative operators, NULL values, comparison using null values, logical connectivity’s, AND, OR
and NOTR, impact on SQL constructs, outer joins, disallowing NULL values, complex integrity
constraints in SQL triggers and active data bases.

UNIT IV SCHEMA REFINEMENT

Problems caused by redundancy, decompositions, problem related to decomposition, reasoning about
FDS, FIRST, SECOND, THIRD normal form, BCNF, forth normal form, lossless join decomposition,
dependency preserving decomposition, schema refinement in data base design, multi valued
dependencies.

UNIT V OVERVIEW OF TRANSACTION MANAGEMENT

ACID properties, transactions and schedules, concurrent execution of transaction, lock based
concurrency control, performance locking, and transaction support in SQL, crash recovery,
concurrency control, Serializability and recoverability, lock management, lock conversions, dealing
with dead locks, specialized locking techniques, concurrency without locking, crash recovery: ARIES,
log, other recovery related structures, the write, ahead log protocol, check pointing, recovering from a
system crash, media recovery, other approaches and interaction with concurrency control.

References Books:

Elmasri Navrate, Data Base Management System, Pearson Education, 2008.

Raghurama Krishnan, Johannes Gehrke, Data Base Management Systems, TMH, 3rd edition, 2008.
C. J. Date, Introduction to Database Systems, Pearson Education, 2009.

Silberschatz, Korth, Database System Concepts, McGraw hill, 5" edition, 2005.

36




5. Roab, Coronel & Thomson, Database Systems Design: Implementation and Management, 20009.

JAVA PROGRAMMING

Course Code: CS206 Course Credits: 3
Course Category: CcC Course (U/P) U
Course Year (U /P): 2U Course Semester (U / P): 4U
No. of Lectures + Tutorials 03 + 00 Mid Sem. Exam Hours: 1.5
(Hrs/Week):

Total No. of Lectures (L + T): 45 + 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Teach principles of object-oriented programming paradigm including abstraction, encapsulation,
inheritance, and polymorphism.

2.Impart fundamentals of object-oriented programming in Java, including defining classes, invoking
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methods, using class libraries, etc.

3.Familiarize the concepts of packages and interfaces

4.Facilitate students in handling exceptions.

5.Demonstrate the concept of event handling used in GUI.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Analyze the necessity for Object Oriented Programming paradigm over structured programming
and become familiar with the fundamental concepts in OOP like encapsulation, Inheritance and
Polymorphism

2.Design and develop java programs, analyze, and interpret object-oriented data and report results

3.Design an object-oriented system, AWT components and multithreaded processes as per needs and
specifications.

4.Participate and succeed in competitive examinations like GATE, Engineering services, recruitment
interviews etc.

5.Plan their career in java-based technologies like HADOORP etc.

UNIT 1 OBJECT-ORIENTED PROGRAMMING

Concept of object-oriented programming (OOP), benefits of OOP, application of OOP, Java history,
Java features, Java streaming, Java and Internet, Java contribution to Internet: Java applets, security,
portability; Java environment, Java library, Java program structure, Java program, Java Virtual
Machine (JVM) architecture, Just In Time compiler (JIT), data type, variables and arrays, operators,
control  statements, object-oriented paradigms; abstraction, encapsulation, inheritance,
polymorphism, Java class and OOP implementation.

UNIT 1 DATA TYPE, OPERATORS AND CONTROL STATEMENT

Data types, Java key words, identifiers, constants, variables, declaration and scope of the variable,
symbolic constant, type casting, arithmetic operator, relational operator, logical operator, assignment
operator, increment and decrement operator, conditional operator, bitwise operator, ?: operator,
arithmetic expressions, expressions, type conversions in expressions, mathematical functions, more
data types: arrays, strings, vectors, wrappers classes, program control statements: decision making and
branching: if, if....else, else....if, else if ladder, switch, decision making and looping: while,
do....while, for.

UNIT 1 CLASSES, OBJECTS AND METHODS

Java class libraries, class fundamentals, object, methods, adding variables, add methods, creating
objects, accessing class members, constructors, methods overloading, static members, nesting of
methods, inheritance: extending a class, overriding methods, final variables and methods, final
classes, finalizer methods, abstract methods and classes, visibility control, exception handling
fundamental.

UNIT IV INTERFACES AND PACKAGES

Interfaces, extending interfaces, implementing interfaces, interfaces references, accessing interface
variable, creating queue interface, variable in interfaces, packages, finding a packages and classpath,
package and member access, Java APl package, system package, naming conventions, creating
package, accessing a package, adding a class to a package, hiding classes.

UNIT V MULTITHREADING AND APPLET PROGRAMMING

Multithreading programming: creating threads, thread class and runnable interface extending the
thread class, stopping and blocking a thread, life cycle of a thread, thread methods, thread exceptions,
thread priority, synchronization, thread communication using notify(), wait(), and notify all(), applet
programming : applet basic, applets architecture, a complete applet skeleton, building applets code,
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applets life cycle, creating a executable applet, designing a web page, applets tag, passing parameters
to applets, applets and HTML.

Text Books:
1. Programming with JAVA, E. Balagurusawamy, Tata McGraw Hill, 1998.
2. JAVA Beginner*s guide, Herbert Schildt, Tata McGraw Hill, 2007.
3. Java How to Program, Deitel & Deitel, Prentice-Hall, 1999.

ARTIFICIAL INTELLIGENCE

Course Code: CS208 Course Credits: 3
Course Category: CcC Course (U/P) U
Course Year (U /P): 2U Course Semester (U / P): 4U
No. of Lectures + Tutorials 03 + 00 Mid Sem. Exam Hours: 1
(Hrs/Week):

Total No. of Lectures (L + T): 45 + 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Provide a strong foundation of fundamental concepts in Artificial Intelligence

2.Enable the student to apply these techniques in applications which involve perception, reasoning
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and learning

3.Provide a basic exposition to the goals and methods of Artificial Intelligence

4.Explain the role of agents and how it is related to environment and the way of evaluating it and how
agents can act by establishing goals.

5.Learn the different machine learning techniques to design Al machine and enveloping applications
for real world problems.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Understand the various searching techniques, constraint satisfaction problem and example
problems- game playing techniques.

2. Apply these techniques in applications which involve perception, reasoning and learning

3.Acquire the knowledge of real world Knowledge representation

4.Analyze and design a real world problem for implementation and understand the dynamic behavior
of a system.

5.To enable the student to apply these techniques in applications which involve perception, reasoning
and learning

UNIT 1 Introduction

Introduction to Al, Components of Al, Goals of Al, Types of Al, History of Al, Turing Test in Al,
Advantages and Disadvantages of Al, Intelligence, Intelligent System, Role of 1S, Comparison of
various 1S, Weak Al and Strong Al, Mind Body Problem in Al, Chinese Room Experiment in Al,
Parallel and Distributed Al.

UNIT 2 Agents in Al

Intelligent Agents, Types of Al Agents, Simple Reflex Agent,Model-based reflex agent, Goal-based
agents, Utility-based agent, Learning agent, Structure of an Al Agent, Agent Environment in Al,
Examples of Agents, Knowledge Engineering, Knowledge Based System, Knowledge Engineering
Techniques, Knowledge Engineering Principles, Knowledge Engineering Methodology.

UNIT 3 Searching Techniques and Al problems

Searching in Al, Search Algorithm Terminologies, Properties of Search Algorithms, Breadth-first
search, Depth-first search, Best First Search, Tic-Tac Toe Problem, Water Jug problem, Chess
Problem, Tower of Hanoi problem, Travelling Salesman problem, Monkey and Banana Problem,
Magic Square.

UNIT 4 Knowledge Representation

Knowledge Representation Definition, Declarative Knowledge, Procedural knowledge, Meta
Knowledge, Heuristic Knowledge, Structural Knowledge, Inheritable Knowledge, Inferential
Knowledge, Relational Knowledge, Explicit Knowledge, Tacit Knowledge, Uncertain Knowledge,
Knowledge Storage, Relation between Knowledge and Intelligence, Al knowledge cycle.

UNIT 5 Al Techniques and applications

Introduction to Machine Learning, Introduction to Deep Learning, Introduction to Expert system,
Introduction to Natural Language Processing, Al in future, Al in social Media, Al in Entertainment
and education, Al in drones, Al in Automated Computer support, Al in personalized shopping
experience, Al in Finance, Al in smart Cars, Al in travel and navigation, Al in smart home devices,
Al in security and surveillance, Ai in education, Al in health care, Al in E commerce.

Reference Books:
1. Artificial Intelligence, Elaine Reich: Tata Mcgraw Hill publishing house, 2008.

2. Atrtificial Intelligence, Ela Kumar, IK Publishing.
3. Artificial Intelligence, Peterson, TataMcGraw Hill, 2008.
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Artificial Intelligence, Russel and Norvig, Pearson Printice Hall Publication, 2006.
Artificial Intelligence, Winston, PHI publication, 2006.

Artificial Intelligence- A modern approach (3rd Edition) By Stuart Russell & Peter

Norvig.

Artificial Intelligence: The Basics By Kevin Warwick

THEORY OF AUTOMATA
Course Code: CS210 Course Credits: 3
Course Category: CC Course (U/P) U
Course Year (U/P): 2U Course Semester (U / P): 4U
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No. of Lectures + Tutorials 03 +00 Mid Sem. Exam Hours: 15
(Hrs/Week):

Total No. of Lectures (L + T): 45+ 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Determine the various categories of automata (deterministic and nondeterministic finite state
automata, and variants of Turing machines)

2.Understand the various categories of languages and grammars in the Chomsky hierarchy

3.Define the notions of computability and decidability

4.Recognize to which class in the Chomsky hierarchy the language described (by a grammar or
machine)

5. Discover the problems reducible to/from well-known decidable/undecidable problems

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Model, compare and analyse different computational models using combinatorial methods.

2.Apply rigorously formal mathematical methods to prove properties of languages, grammars and
automata.

3.Construct algorithms for different problems and argue formally about correctness on different
restricted machine models of computation.

4.1dentify limitations of some computational models and possible methods of proving them.

5.Have an overview of how the theoretical study in this course is applicable to and engineering
application like designing the compilers.

UNIT I Introduction

Introduction: Alphabets, Strings and Languages, Automata and Grammars, Deterministic finite
Automata (DFA)-Formal Definition, Simplified notation: State transition graph, Transition table,
Language of DFA, Nondeterministic finite Automata (NFA), NFA with epsilon transition, Language
of NFA, Equivalence of NFA and DFA, Minimization of Finite Automata, Quotient Construction,
Myhill-Nerode Theorem.

UNIT Il Regular expression

Regular expression (RE), Definition, Operators of regular expression and their precedence, Algebraic
laws for Regular expressions, Kleen’s Theorem, Regular expression to FA, DFA to Regular
expression, Arden Theorem, Non Regular Languages, Pumping Lemma for regular Languages .
Application of Pumping Lemma, Closure properties of Regular Languages, Decision properties of
Regular Languages, FA with output: Moore and Mealy machine, Equivalence of Moore and Mealy
Machine, Applications and Limitation of FA.

UNIT 111 Context free grammar

Context free grammar (CFG) and Context Free Languages (CFL): Definition, Examples, Derivation ,
Derivation trees, Ambiguity in Grammar, Inherent ambiguity, Ambiguous to Unambiguous CFG,
Useless symbols, Simplification of CFGs, Normal forms for CFGs: CNF and GNF, Closure proper
ties of CFLs, Decision Properties of CFLs: Emptiness, Finiteness and Membership, Pumping lemma
for CFLs Cock-Younger-Kasami Algorithm, Application to Parsing.

UNIT IV Push Down Automata (PDA)

Push Down Automata (PDA): Description and definition, Instantaneous Description, Language of
PDA, Acceptance by Final state, Acceptance by empty stack, Deterministic PDA, Equivalence of
PDA and CFG, CFG to PDA and PDA to CFG, Two stack PDA.

UNIT V Turing machines (TM)

Turing machines (TM): Basic model, definition and representation, Instantaneous Description,
Language acceptance by TM, Variants of Turing Machine, TM as Computer of Integer functions,
Universal TM, Church’s Thesis, Recursive and recursively enumerable languages, Halting vs
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Looping, Introduction to Undecidability, Undecidable problems about TMs. Post correspondence
problem (PCP), Modified PCP, Introduction to recursive function theory .

Text Books

1. Automata and Computability, Dexter C. Kozen, Springer Publishers, 2007.

2. Introduction to Automata Theory, Languages and Computation, Hopcroft, Motwani, and Ullman,
Pearson Publishers, Third Edition, 2006.

Reference Books

1. Elements of the Theory of Computation, H. R. Lewis and C.H. Papadimitriou, Prentice Hall
Publishers, 1981

2. Introduction to Languages and the Theory of Computation, John. C. Martin, Tata McGraw-
Hill, 2003.

3. K.L.P. Mishra and N.Chandrasekaran, “Theory of Computer Science : Automata, Languages and
Computation”, PHI Learning Private Limited, Delhi India

DISCRETE STRUCTURE
Course Code: CS212 Course Credits: 4
Course Category: CcC Course (U/P) U
Course Year (U /P): 2U Course Semester (U / P): 4U
No. of Lectures + Tutorials 03+01 Mid Sem. Exam Hours: 15
(Hrs/Week):
Total No. of Lectures (L + T): 45 + 15 End Sem. Exam Hours: 3
COURSE OBJECTIVES
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1.Simplify and evaluate basic logic statements including compound statements, implications,
inverses, converses, and contrapositives using truth tables and the properties of logic.

2.Express a logic sentence in terms of predicates, quantifiers, and logical connectives

3.Apply the operations of sets and use Venn diagrams to solve applied problems; solve problems
using the principle of inclusion-exclusion.

4.Determine the domain and range of a discrete or non-discrete function, graph functions, identify
one-to-one functions, perform the composition of functions, find and/or graph the inverse of a
function, and apply the properties of functions to application problems.

5.Apply rules of inference, tests for validity, proof by contradiction, proof by cases, and
mathematical induction and write proofs using symbolic logic and Boolean Algebra.

COURSE OUTCOMES

At the end of the course students will be able:

1. To express a logic sentence in terms of predicates, quantifiers, and logical connectives.

2. Apply the rules of inference, proof by contradiction, and mathematical induction.

3. Students will be able to evaluate Boolean functions and simplify expressions using the properties
of Boolean algebra.
4.Students will be able to learn about predicates, quantifiers, and logical connectives

5. Student will be able to use tree and graph algorithms to solve problems.

UNIT 1 MATHEMATICAL LOGIC

Statements and notations, connectives, well formed formulas, truth tables, tautology, equivalence
implication, normal forms, predicates: predicative logic, free & bound variables, rules of inference,
consistency, proof of contradiction, automatic theorem proving, Boolean Algebra: Introduction,
Theorems of Boolean algebra, Algebraic manipulation of Boolean expressions. Simplification of
Boolean Functions, Karnaugh maps(K-Maps).

UNIT Il SET THEORY

Set Theory: Introduction, Combination of sets, Multi sets, ordered pairs, Set Identities, Properties of
binary relations, equivalence, compatibility and partial ordering relations, Hasse diagram. functions:
Operations on functions, inverse function Classification of functions, recursive functions, lattice and
its properties, algebraic structures: algebraic systems examples and general properties, semi groups
and monads, groups sub groups* homomorphism, isomorphism.

UNIT 111 ELEMENTARY COMBINATORICS

Basis of counting, combinations & permutations, with repetitions, constrained repetitions, binomial
coefficients, binomial multinomial theorems, the principles of inclusion — exclusion, pigeon hole
principles and it's application.

UNIT IV RECURRENCE RELATION

Generating functions, function of sequences calculating coefficient of generating function, recurrence
relations, solving recurrence relation by substitution and generating funds, characteristics roots
solution of in homogeneous recurrence relation.

UNIT V GRAPH THEORY

Representation of graph, Trees: Definition, Binary tree, Binary tree traversal, Binary search tree. DFS,
BFS, spanning trees, planar graphs. graph theory and applications, basic concepts isomorphism and
sub graphs, multi graphs and euler circuits, hamiltonian graphs, chromatic numbers.

Text Books :
1. Discrete and Combinational Mathematics- An Applied Introduction-5th Edition — Ralph.
P.Grimaldi, Pearson Education
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Discrete Mathematical Structures with applications to computer science Trembly J.P. &
Manohar.P, TMH

Discrete Mathematics and its Applications, Kenneth H. Rosen, Fifth Edition.TMH.

Discrete Mathematical structures Theory and application-Malik & Sen

Discrete Mathematics for Computer science, Garry Haggard and others, Thomson.

Logic and Discrete Mathematics, Grass Man & Trembley, Person Education.

S

DATABASE MANAGEMENT SYSTEM LAB
Course Code: CS282 COURSE CREDITS: 2
Course Category: CC-p Course (U /P)
Course Year (U/P): 2U Course Semester (U / P): 4U
No. of Labs(Hrs/Week): 2(3 hrs)

Total No. of Labs 10 End Sem. Exam Hours: 3
COURSE OBJECTIVES

1. Explain basic database concepts, applications, data models, schemas and instances.
2.Demonstrate the use of constraints and relational algebra operations.

3.Emphasize the importance of normalization in databases.

4.Facilitate students in Database design

5.Familiarize issues of concurrency control and transaction management.

COURSE OUTCOMES

At the end of the course the students should be able to:
1.Students get practical knowledge on designing and creating relational database systems.

2.Understand various advanced queries execution such as relational constraints, joins, set
operations, aggregate functions, trigger, views and embedded SQL.

3.Design a commercial relational database system (Oracle, MySQL) by writing SQL using
the system

4.Use the basics of SQL and construct queries using SQL in database creation and
interaction.

5.Analyze and Select storage and recovery techniques of database system.

List of Experiments:

L.Introduction to MySQL, an exercise of data types in MySQL & Data Definition Language
Commands

2. Exercise on Data Manipulation Language and Transaction Control Commands

3. Exercise on Types of Data Constraints

4.Exercise on JOINS (Single-Table) Using Normalization

5. Exercise on JOINS (Multiple-Table) Using Normalization

6. Exercise on GROUP BY/ORDER BY Clause and Date Arithmetic

7. Exercise on different Functions (Aggregate, Math and String)

8. Exercise on different types of sub queries
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9. Procedures

10. View
JAVA PROGAMMING LAB

Course Code: CS284 Course Credits: 2
Course Category: CC-p Course (U /P) U
Course Year (U/P): 2U Course Semester (U / P): 4U
No. of Labs (Hrs/Week): 02(3

hrs)
Total No. of Labs: 10 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1. Prepare students to excel in Object Oriented programming and to succeed as a Java
Developer through global rigorous education

2. Students learn an object-oriented way of solving problems using java.

3. Make the students to write programs using multithreading concepts and handle exceptions.

4.Demonstrate the students to write programs that connects to a database and be able to
perform various operations.

5.Make the students to create the Graphical User Interface using Applets, AWT Components
& Swing Components.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.To Understand OOP concepts and basics of Java programming.

2.Design and develop java programs, analyze, and interpret object-oriented data and report
results.

3.Demonstrate an ability to design an object-oriented system, AWT components or
multithreaded process as per needs and specifications.

4.To build files and establish database connection.

5.To visualize and work on laboratory and multidisciplinary tasks like console and windows
applications both for standalone and Applets programs

List of Eperiments.
1. Write a separate Java Code to implement each of the following: Class, Command Line

Argument, how to enter value through keyboard

2. Write a separate Java Code to implement each of the following data types: Variable, Constant,
Arrays, Strings, Vectors, Wrappers Classes, Type Casting

3. Write a separate Java Code to implement each of the following operators:
Arithmetic operator, Relational operator, Logical operator, Assignment operator, Increment &

Decrement operator, Conditional operator, Bitwise operator, ?: operator
4. Write a separate Java Code to implement each of the following control statements: Decision

statement, Loops statement and Branch statements
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5. Write a separate Java Code to implement each of the following sorting: Bubble Sort, Selection
Sort, Insertion Sort, Merge Sort

6. Write a separate Java Code to implement each of the following:

Class, Object, Constructors, Method, Method Overloading and Method Overriding
7. Write a separate Java Code to implement each of the following:

Final variable, final class, final method, abstract class, abstract method and concrete
method

8. Write a separate Java Code to implement each of the following OOPs concepts: Abstraction,
Polymorphism, Encapsulation, Inheritance

9. Write a separate Java Code to implement each of the following: Exception handling with Try,
Catch, Throw, Throws, Finally Multiple catch statement with the following exceptions :
ArithmeticException, ArrayOutOfBoundsException and ArrayStoreException

10. Write a separate Java Code to implement the following:
Interface

Packages and how to import them.

ARTIFICIAL INTELLIGENCE LAB
Course Code: CS284 Course Credits: 2
Course Category: CC-p Course (U /P)
Course Year (U/ P): 2U Course Semester (U / P): 4U
No. of Labs (Hrs/Week): 02(3 End Sem. Exam Hours: 3
hrs)
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COURSE OBJECTIVES
1.Understand the basic idea of Artificial Intelligence using Prolog

2.Know about 4-Queen problem using prolog.

3.Figue out the implementation of Fibonacci and factorial series using prolog.

4.Understand the how to insert and remove the item in the list
5.Learn monkey banana problem using rules in prolog.
COURSE OUTCOMES

At the end of the course the students should be able to:
1. Get the basic idea of how to program in prolog and its working environment.

2. Implement 4-Queen problem using prolog.

3.Understand the implementation of Fibonacci and factorial series using prolog.
4. Perceive how to solve monkey banana problem using rules in prolog.
5. Find out how to write a program using the rules.

LIST OF EXPERIMENTS:
1. Write a prolog program to find the maximum of two numbers.

2. Write a prolog program to calculate the factorial of a given number. Write a prolog to calculate
the nth Fibonacci number.

3. Write a Prolog program, insert_nth(item, n, into_list, result) that asserts that result is the list
into_list with item inserted as the n’th element into every list at all levels.

4. Write a Prolog program, remove-nth(Before, After) that asserts the After list is the Before list
with the removal of every n’th item from every list at all levels.

5. Write a program to solve the Monkey Banana problem and 4-Queen problem

6. Write a Prolog program to implement max(X,Y,Max) so that Max is the greater of two
numbers X and Y.

7. Write a Prolog program to implement GCD of two numbers.
8. Write a Prolog program to implement reverse(List,ReversedL ist) that reverses lists.

9. Write a Prolog program to implement maxlist(List,Max) so that Max is the greatest number in
the list of numbers List using cut predicate.

10. Write a Prolog program to implement two predicates evenlength(List) and oddlength(List) so
that they are true if their argument is a list of even or odd length respectively.
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SEMESTER-V

COMPUTER NETWORKS

Course Code: CS301 Course Credits: 3
Course Category: CcC Course (U/P) U
Course Year (U /P): 1U Course Semester (U / P): 5U
No. of Lectures + Tutorials 03 + 00 Mid Sem. Exam Hours: 1
(Hrs/Week):

Total No. of Lectures (L + T): 45 + 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Understand how computer networks are organized with the concept of layered approach.
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2.Implement a simple LAN with hubs, bridges and switches.

3.Analyze the contents in a given Data Link layer packet, based on the layer concept.

4.Figure out what classless addressing scheme is.

5.Describe how routing protocols work.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Analyse the requirements for a given organizational structure and select the most appropriate
networking architecture and technologies.

2.Have a basic knowledge of the use of cryptography and network security.

3.Specify and identify deficiencies in existing protocols, and then go onto formulate new and better
protocols.

4.Analyse, specify and design the topological and routing strategies for an IP based networking
infrastructure

5.Have a working knowledge of datagram and internet socket programming

UNIT | INTRODUCTION AND PHYSICAL LAYER

Key concepts of computer network, transmission media, network devices, network topology, topology
design issues, types of network: LAN, MAN, WAN, PAN, ISDN systems and ATM network, OSI-
reference model, open system standards, characteristics of network, TCP/IP model, protocols and
standards, encoding technique.

UNIT Il SWITCHING AND DATA LINK LAYER

Circuit switching, packet switching, message switching, hybrid switching, and ATM switching,
multiplexing techniques: TDMA, FDMA, WDMA, CDMA, data link layer: LLC &MAC level
protocols and design issues, issues IEEE 802 LAN Standards, framing, CRC, error control, flow
control, HDLC, ALOHA and performance issues. Frames relay networks and performance
parameters.

UNIT 111 NETWORK LAYER

Network layer design issues, overview of IPv4 and IPv6, addressing: class full and classless, static
and dynamic, subnet and super net, auto configuration through DHCP, routing protocols: RIP,
DVR,LSR, OSFP, BGP, congestion control algorithm, subnet concept, virtual LAN, ICMP,
multicasting, mobile IP.

UNIT IV TRANSPORT LAYER

Port addressing schemes, connectionless and connection oriented services: TCP and UDP, wireless
TCP, Congestion control, queue management, NAT, PAT, socket format at transport level, socket
interface and programming.

UNIT V APPLICATION LAYER
Client server architecture, domain name services, application services: HTTP, TELNET, RLOGIN,

FTP, CBR, NFS, SMTP, POP, IMAP, MIME, voice and video over IP, social issues- privacy,
freedom of speech, copy right.

Text Books:
1. S. Tanenbaum, Computer Networks, 4th edition, Prentice Hall, 2008

2. Forouzan, B.A., Data Communication and Networking, Tata McGraw-Hill.
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3. W. Stallings, Data and Computer Communications, 8th edition, Prentice Hall, 2007

4. Douglus E. ComerTCP/IP Principles, Protocols and Architecture, Pearson Education
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COMPILER DESIGN

Course Code: CS303 Course Credits: 3
Course Category: CC Course (U/P) U
Course Year (U/P): 3U Course Semester (U / P): 5U
No. of Lectures + Tutorials 03+00 Mid Sem. Exam Hours: 1
(Hrs/Week):

Total No. of Lectures (L + T): 45+ 00 End Sem. Exam Hours: 3

COURSE OBJECTIVES

1.Understand the basic principles of compiler design, its various constituent parts, algorithms and data
structures required to be used in the compiler.

2.Find Out the relations between computer architecture and how its understanding is useful in design
of a compiler.

3. Construct efficient algorithms for compilers.

4.Provide an understanding of the fundamental principles in compiler design.

5.Learn the process of translating a modern high-level-language to executable code required for
compiler construction.

COURSE OUTCOMES

At the end of the course the students should be able to:

1.Acquire knowledge of different phases and passes of the compiler and also able to use the compiler
tools like LEX, YACC, etc. Students will also be able to design different types of compiler tools to
meet the requirements of the realistic constraints of compilers.

2.Understand the parser and its types i.e. Top-Down and Bottom-up parsers and construction of LL,
SLR, CLR, and LALR parsing table.

3.Implement the compiler using syntax-directed translation method and get knowledge about the
synthesized and inherited attributes.

4.Acquire knowledge about run time data structure like symbol table organization and 